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 What is important in data center applications
 Retention and endurance limiters for SSDs
 Overcoming the limiters through system 

optimization
 NAND management and Quality of Service
 Data path protection
 Summary

Agenda
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What Is Important In Data 
Centers?

NAND Endurance / 
Retention Management

Robust Power Management

Quality of Service 
Data 
Integrity
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Retention Limiters For SSDs
Intrinsic Charge Loss (de-trapping) 

Effect

 During P/E cycles, charge gets trapped in oxide
 Over time, de-trapping creates retention issues 

Stress Induced Charge Loss Effect

 Electrical stress introduces leakage via floating 
gate

 Causes Vt shifts of L3 states
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Endurance Limiters For SSDs

Program Disturb

FG-FG coupling tends to shift the cell Vts upward
Over-programming may also caused Vt shifts

Read Disturb

During Read, inhibited cells can get programmed
Creates Vt shifts upward on erased cells
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 Well-characterized NAND based on 
Read Window Margin and Intrinsic charge loss 
(ICL)

 Finer granularity of programming steps or slow 
programming  to widen Read Window Margin

 Early detection and monitoring of ECC fatal 
events

 Re-allocation of active area to mitigate read/
program disturbs – wear-leveling and data 
refresh

 Additional spare area reduces the burden on 
NAND and enables parity protection during 
catastrophic failure – such as bad die

Overcoming Retention/Endurance 
Limiters
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SSD Endurance/Retention Specification 
For Data Center

 SSD Power Off Retention and UBER target standardized through JESD-218/219 
specification

 SSD Total Endurance Rating is also defined based on a given mixed workload 
 Much higher write amplification than a typical client workload

 
(0.5k) 4%,(1k) 1%,(1.5k) 1%,(2k) 1%, (2.5k) 1%, (3k) 1%, (3.5k) 1%, (4k) 67%, (8k) 10%, (16k) 

7%(32k) 3%, (64k) 3% - Example of Enterprise work, workload uses different span sizes 
too (see JESD-219)

*Other names and brands may be claimed as the property of others.

3 months of  retention enables higher P/E cycles
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Higher Read Margin Enables 
Data Center Ready SSDs

Source : Intel 25nm SSD Analysis
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 NAND Management algorithm should execute
• Without creating considerable host halts 
• Without creating high write amplifications
• Giving priority to other critical non-host managements 

such as wear-leveling or defragging

NAND Management Without Quality of 
Service (QoS) Impact

Time

Host Activity

10s of  ms 
Host stall

Host Stall During Background Operation 
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 NAND Management algorithm should execute
• Without creating considerable host halts 
• Without creating high write amplifications
• Giving priority to other critical non-host managements 

such as wear-leveling or defragging

NAND Management Without Quality of 
Service (QoS) Impact

Time

Host Activity

10s of  ms 
Host stall

Host Stall During Background Operation 

Reduced with system-level enhancement
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 SSDs containing temporary buffers as part of internal 
cache

 Temporary buffers can store host or non-host data
  SSDs need to 

A) Protect buffers with data in flight during power loss
B) Detect errors on the data path

Protecting Data Path Against 
Error Conditions

Mechanism to flush stored data during power loss 

Checkpoints For integrity
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 Data center requires better NAND management 
to meet high endurance and retention targets

 QoS is key and should not be compromised
 Internal/external memory on the data path must 

be protected and monitored

Summary
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